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Abstract
Dielectric relaxation measurements of the ion dynamics in glassy, molten and
crystalline ionic conductors show general properties independent of chemical
composition and structure. These include the appearance of a near-constant
loss at high frequencies/low temperatures and the transition to a many-particle
ion-hopping regime at lower frequencies. We use a combination of molecular
dynamics simulation, experimental data analysis and the coupling model to
characterize the ion dynamics in the near-constant-loss regime, the transition
zone, and the many-particle ion-hopping regime. An improved understanding
is gained of the origin of the near-constant loss and the evolution of the ion
dynamics, from short times when the ions are caged, to long times when they
are no longer caged but participate in the many-particle dynamics, giving rise
finally to dc conductivity. Reasons are given to refute criticism of use of the
electric modulus to represent and interpret experimental data.

1. Introduction

In crystalline, molten and glassy ionic conductors a near-constant dielectric loss (NCL),

ε′′
NCL(ω) ≈ Aω−α, (1)

where α is nearly zero, invariably appears in the frequency spectrum at sufficiently high
frequencies and low temperatures [1–21]. The intensity of the NCL, A, is independent of ω

and has a weak temperature dependence that is often well described by either T λ or exp(T/T0),
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where λ is a positive power not much larger than unity and T0 is a temperature usually larger
than T . The NCL corresponds to an almost linear frequency dependent real part of the complex
conductivity,

σ ′
NCL(ω) = ωε′′(ω) ≈ Aω1−α. (2)

This NCL contribution can no longer be seen at lower frequencies and/or higher
temperatures, gradually giving way to the final appearance of the ion-hopping ac conductivity,
σ ′

hop(ω). The latter is assumed by some workers to be represented by the Jonscher
expression [22],

σ ∗
J (ω) ≡ σ ′(ω) + jσ ′′(ω) = σ0[(1 + (jω/ωp)

n J ], (3)

where nJ is a fractional exponent, σ0 is the dc conductivity and ωp is a characteristic relaxation
frequency. Alternatively [23], the ion-hopping ac conductivity can be well described by using
the one-sided Fourier transform,

M∗(ω) = M ′ + iM ′′ = M∞
[

1 −
∫ ∞

0
dt exp(−iωt)(−d�/dt)

]
, (4)

of the Kohlrausch stretched exponential function,

�(t) = exp[−(t/τK )1−n]. (5)

By combining these two equations, the ion-hopping contribution to the complex electric
modulus, M∗

n (ω), is obtained and the corresponding dielectric loss, ε′′
n(ω), and conductivity,

σ ′
n(ω), are given by the relations ε′′

n(ω) = Im[1/M∗
n (ω)] and σ ′

n(ω) = Re[iωε0/M∗
n (ω)]

respectively. Similar to Jonscher’s expression, σ ′
n(ω) takes the dc conductivity σ0 at low

frequencies but increases as a power law (ωτK )n at high frequencies, instead of as the Jonscher
expression (ω/ωp)

n J . Both σ0 and the electrical conductivity relaxation time τK of equation (5)
have the same temperature dependence. Evidence in support of ion–ion correlations being
responsible for the stretched exponential time dependence of the electrical relaxation, and
therefore a many-particle ion-hopping transport contribution to σ ′

n(ω), comes from the
concentration dependence of the exponent, 1 − n, [17, 18] and molecular dynamics (MD)
simulation results [24].

The properties of the NCL differ [16] in many respects from σ ′
n(ω). For example, while

σ ′
NCL(ω) has a weak temperature dependence, either σ ∗

J (ω) or σ ′
n(ω) has a strong thermally

activated temperature dependence. From the properties of the NCL, it was concluded that
it nevertheless comes from motion of the ions [16]. The evidence includes the observed
approximately linear increase of the NCL with concentration of mobile ions [8, 16], the very
different effect seen by mixing different alkalis [16] and the existence of the NCL in crystalline
ionic conductors containing a high concentration of mobile ions [25–27]. The objective of this
work is to use MD simulations in conjunction with experimental data to characterize the ion
dynamics in the NCL regime, the many-particle ion-hopping regime and the transition zone in
between the two. From the data we determine one crossover frequency, ωx1 ≡ 2πνx1 ≡ 1/tx1,
for which the NCL exists above,and another,ωx2 ≡ 2πνx2 ≡ 1/tx2, for which σ ′

n(ω) behaviour
is found below. Then, the coupling model (CM) is employed to provide the independent ion-
hopping relaxation time, τ0, or frequency ω0 ≡ 2πν0 ≡ 1/τ0, which turns out to lie in
between ωx1 and ωx2 i.e. the transition zone between the NCL and σ ′

n(ω). This finding leads
to an interpretation of the origin of the NCL and the evolution of the complex ion dynamics
with time, from short times when the ions are caged to long times when there is many-particle
long-ranged ionic motion (as described by σ ′

n(ω)). The weak temperature dependence of the
NCL is also a consequence of the model. As a disclaimer, our analysis does not give a complete
explanation of the NCL including its observed frequency dependence. The main result is just
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Figure 1. Dielectric loss as a function of frequency for CKN at 342 K showing the existence of the
NCL (horizontal full curve) over three decades of frequency. The dashed curve is the many-particle
ion conductivity relaxation calculated from the Kohlrausch fit to the electric loss modulus, M ′′ , data
shown in the inset as the dashed line with β = 0.66. The deviation of the data from the Kohlrausch
fit at higher frequencies is marked by one crossover frequency, νx2. The deviation of the data from
the NCL at lower frequencies is marked by the other crossover frequency, νx1. The location of
the independent relaxation frequency ν0 ≡ 1/2πτ0 is also indicated where τ0 is the independent
ion-hopping relaxation time calculated from the CM. The data are from [39] and [40].

tx1 � τ0 � tx2 � τK . The first inequality merely suggests an interpretation of the NCL
which is supported by the MD simulations.

The paper is organized as follows. In section 2, we use several examples of the isothermal
σ ′(ω) data for glassy and molten ionic conductors to characterize the crossover frequencies νx1

and νx2. In section 3 the CM is employed to calculate the independent ion-hopping relaxation
frequency, ν0, [28–32] and it is compared with νx1 and νx2 in section 4. From these findings,
and as described in section 5, an interpretation can be given of the NCL and the transition
to a many-particle ion-hopping regime. One consequence of our interpretation of the NCL
is a weak temperature dependence which is derived in section 6. An MD simulation of the
metasilicate glass Li2SiO3 is presented in section 7 and the results, including the mean square
displacement (MSD) of the Li+ ions, the self-part of the van Hove correlation function for the
Li+ ions and the non-Gaussian parameter, are found to support our interpretation of the ion
dynamics given in previous sections. In section 8, reasons are given to refute criticism of use
of the electric modulus to represent and interpret experimental data. Finally, the paper ends
with a summary and conclusion.

2. The crossover frequencies νx1 and νx2 derived from several example experimental
data sets

2.1. Molten 0.4Ca(N O3)2–0.6K N O3 (CKN)

Lunkenheimer et al [33, 34] made electrical relaxation measurements on molten CKN over an
unusually broad frequency and temperature range. In figure 1, we show first their ε′′ data at
342 K as a function of frequency, ν, which is related to the angular frequency ω by ω = 2πν.
The data shown by diamonds in this figure indicate the existence of an NCL that extends
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Figure 2. Re-plot of the CKN data of figure 1 as log10 σ ′(ν) versus log(frequency/Hz) to show
the near-linear frequency dependence of the NCL in figure 1. The dashed curve, representing
the many-particle ion conductivity relaxation, includes the dc conductivity and the high-frequency
power law ν1−β (or νn) dependence corresponding to a Kohlrausch fit to the electric modulus as
shown by the dashed line in the inset of figure 1 with β = 0.66 (or n = 0.34).

over about three decades of frequency and there is a crossover to a power law dependence
ε′′(ν) ∝ ν−β at lower frequencies (with β = 1 − n) and eventually to a ε′′(ν) ∝ ν−1

dependence at even lower frequencies in the dc conductivity regime. The inset of figure 1
shows the same data but as M ′′(ν). The dashed curve is the fit by equations (4) and (5) to the
data with β ≡ (1 − n) = 0.66 and τK = 6.6 × 10−4 s. The data in the M ′′ representation also
show the crossover from NCL to a power law M ′′ ∝ ν−β dependence. Although this crossover
is broad for both ε′′ and M ′′, it is observed that the end of the NCL regime occurs quite abruptly
as found previously for Li0.18La0.61TiO3 (LLTO) [20]. It is worthwhile pointing out that the
dashed line in the main part of figure 1 having a ν−1 dependence at low frequencies and a ν−β

dependence at higher frequencies is actually ε′′
n(ν) calculated from a fit to the electric modulus

by using the identity ε′′
n(ν) = Im{1/M∗

n }, the loss from the many-particle hopping of ions.
Some readers may be more familiar with the NCL having a near ν1 dependence in the

σ ′(ν) representation of the data as shown in figure 2. In this figure the dashed curve that
tends to the dc conductivity at low frequencies and the power law ν(1−β) at high frequencies is
σ ′

β(ν) as calculated from the identity σ ′
β(ν) ≡ ωε′′

β(ν) and again it arises from many-particle
ion hopping. The NCL terminates at lower frequencies quite distinctly at νx1 as also seen by
inspection of figure 1 through the rapid rise of ε′′(ν) from the flat loss at frequencies below
νx1. On further lowering the frequency, ε′′ and M ′′ assume the ν−β dependence and σ ′(ν)

assumes the ν1−β dependence of the many-particle ion-hopping regime starting at νx2. Thus
the crossover of the ε′′(ν) data from NCL to ε′′

β(ν) (or the σ(ν) data from NCL to σ ′
β(ν)) is

not sharp, occurring over a frequency range, νx1 > ν > νx2. The values of νx1 and νx2 depend
on the criterion used to describe when crossover has occurred. We use a 5% deviation as this
criterion whenever there are enough data points for this purpose.

Having used an example experimental data set to explain the procedure used for
determining the crossover frequencies, we analyse in exactly the same manner the isothermal
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Figure 3. Symbols represent the dielectric loss data of Lunkenheimer et al [33, 34] for CKN
at 342.0, 350.3, 356.4, 362.0, 393.0, 417.0 and 440.0 K (from bottom to top). The dashed lines
represent the loss due to many-particle ion hopping as calculated from Kohlrausch fits to the electric
modulus data and converted to a dielectric loss function of frequency. The horizontal full curves
show the NCL. The crossover frequencies νx1 and νx2 (not shown) are determined from these data
in the same manner as explained for figure 1.

ε′′(ν) data of Lunkenheimer et al [33, 34] for more temperatures shown in figure 3. For all
temperatures, the dashed line shows the ν−β dependence of ε′′

β(ν) calculated from M ′′
β (the fit

to M ′′(ν) data by equations (4) and (5)) and extrapolated to higher frequencies. The relaxation
times τK (T ) obtained from the fits are converted to frequencies,νK ≡ 1/(2πτK (T )), which are
shown in figure 4 as filled squares. In the same figure the crossover frequencies νx1 ≡ 1/(2π tx1)

and νx2 ≡ 1/(2π tx2) determined from the data in figure 3 and at other temperatures are also
shown (open diamonds for νx1 and filled diamonds for νx2). By definition, tx1 and tx2 are
naturally the crossover times. The crossover region is narrower at higher temperatures and,
although broader at lower temperatures, the region is only about two and a half decades wide
at 324 K, the lowest measurement temperature below the glass transition temperature Tg. The
independent ion-hopping frequency, ν0 ≡ 1/(2πτ0), located between νx1 and νx2 in figures 1–
4, will be discussed later.

2.2. Glassy 0.80Li F–0.20Al(P O3)3

Electrical relaxation data at 293 K for the glassy ionic conductor 0.80LiF–0.20Al(PO3)3 were
obtained by Kulkarni et al [35] over an unusually broad frequency range. In figure 5, we
show their data for σ ′ as a function of frequency ν. The existence of the NCL is exemplified
by a near-linear frequency dependence of the σ ′ data over about two decades, which starts to
terminate at νx1. The inset of figure 5 shows the same data in terms of M ′′(ν) only up to 106 Hz
to isolate the contribution from many-particle ion hopping. The line is the Kohlrausch fit by
equations (4) and (5) to the M ′′(ν) data with β ≡ (1 − n) = 0.56 and τK = 8.7 × 10−5 s. At
high frequencies the Kohlrausch fit to M ′′ assumes a ν−β dependence and the corresponding
σ ′

β(ν) assumes a ν1−β dependence, which is shown by the straight line with slope 0.44 in
figure 5. The σ ′(ν) data conform to a ν1−β dependence for σ ′

β(ν) at frequencies below νx2.
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Figure 4. Solid squares are the Kohlrausch conductivity relaxation frequency νK ≡ 1/(2πτK ),
where τK is obtained from fits to the data for CKN in the electric modulus representation. Open
triangles represent ν0 ≡ 1/(2πτ0), where τ0 is the independent ion-hopping relaxation time of the
CM calculated using tc = 2 ps and the fitted τK and n values. The open and closed diamonds are
the crossover frequencies νx1 and νx2 obtained in the same manner as described for figures 1 and 2.
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Figure 5. log10 σ ′(ν) versus log(frequency/Hz) plot of data at 293 K for 0.80LiF–0.20Al(PO3)3
obtained by Kulkarni et al [35] to show the near-linear frequency dependence of the NCL by the
straight line with slope equal to 0.99. The straight line with slope 0.44 is the high-frequency
dependence of log10 σ ′(ν) corresponding to the Kohlrausch fit to the electric modulus data (shown
in the inset) with n = 0.44. The crossover frequencies νx1 and νx2 as well as the independent ion-
hopping frequency ν0 are determined from the data in the same manner as explained for figure 1.

Thus, just like CKN, the σ ′(ν) data for 0.80LiF–0.20Al(PO3)3 show a crossover from NCL
to σ ′

β(ν) over a frequency range νx1 > ν > νx2.
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νx1

Figure 6. As figure 5 but for glassy 0.5Ag2S–0.5GeS2 (data from the work of Berlin et al [13, 36]).
The solid and dashed straight lines with unit slope indicate the NCL for T = 153 and 123 K
respectively. The straight line with slope 0.45 is the high-frequency dependence of log10 σ ′(ν)

corresponding to the Kohlrausch fit to the electric modulus data (not shown) with n = 0.45. The
crossover frequencies νx1 and νx2 as well as the independent ion-hopping frequency ν0 ≡ 1/(2πτ0)

are determined from the data at 153 K in the same manner as explained for figure 1. The arrow at
the very bottom indicates the location of ν0 ≡ 1/(2πτ0) at 123 K.

2.3. Glassy 0.5Ag2S–0.5GeS2

Figure 6 shows the data for glassy 0.5Ag2S–0.5GeS2 at many temperatures taken from the
work of Belin et al [13, 36]. Only the data at 153 and 123 K are considered here because
they show clearly the existence of the NCL over extensive frequency domains as indicated by
the solid (for 153 K) and dashed (for 123 K) straight lines with ν1.0 dependence. The weak
temperature dependence of the NCL is evident from the proximity of the two lines. The two
upward pointing vertical arrows labelled by νx1 indicate the location of νx1 for 153 K (at higher
frequency) and 123 K (at lower frequency). Only νx2 can be determined from the data at 153 K
and is indicated by a similarly labelled arrow. The location of the independent ion-hopping
frequency, ν0 ≡ 1/(2πτ0), at 153 K is indicated by the longer downward arrow and lies in
between νx1 and νx2. The shorter downward arrow is ν0 ≡ 1/(2πτ0) for 123 K.

2.4. Glassy x Na2 O·(1 − x)[0.04B2O3–0.96Si O2] with x = 0.000 44

The Vycor glass xNa2O·(1 − x)[0.04B2O3–0.96SiO2] with x = 0.000 44 contains very few
Na+ ions [37]. Nevertheless, its conductivity relaxation data measured at 313 ◦C (figure 7)
show the existence of the NCL at higher frequencies and the crossover to a near-exponential
time dependent ion hopping with a small n value of 0.05. In figure 7, arrows indicate the
locations of νK , ν0 and νx1 but the location of νx2 is not indicated because the data do not allow
us to determine it with confidence.

2.5. Glassy x K2 O–(1 − x)GeO2 with x = 0.02 and 0.0023

A similar situation to the Vycor glass is found for the conductivity relaxation data of Jain
and Krishnaswami [18] for two xK2O–(1 − x)GeO2 glasses with x = 0.02 and 0.0023. The
many-particle ion hopping was characterized by a Kohlrausch fit to the electric modulus data
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Figure 7. As figure 5 but for the Vycor glass xNa2O·(1 − x)[0.04B2O3–0.96SiO2] with
x = 0.000 44 at 313 ◦C (data after Simmons et al [37]). Here n is equal to 0.05. Arrows indicate
the locations of the frequencies νx1, ν0 and νK .
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Figure 8. As figure 5 but for a xK2O–(1 − x)GeO2 glass with x = 0.02 (data after Jain and
Krishnaswami [18]). Here n is equal to 0.11 as obtained by Jain and Krishnaswami from a fit to
the electric modulus (not shown). Arrows indicate the crossover frequencies, νx1 and νx2, as well
as the frequency ν0.

with β ≡ (1 − n) = 0.89 and 0.93 for x = 0.02 and 0.0023 respectively. In figure 8 we show
only the data for x = 0.02 at 143.4 ◦C and draw two lines corresponding to the two power laws
ν1.0 and ν0.11 (dashed curves). From these lines and the experimental data we determined the
two crossover frequencies.

3. The independent ion-hopping relaxation time τ0 from the CM

The CM for ionic conductors [5, 30–32] used in the past considered only the long-time regime
when all of the mobile ions have a high probability of hopping out of their cages. All of them
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are ready to hop to neighbouring sites with a relaxation rate τ−1
0 but a simultaneous independent

hopping of each ion is made impossible by their interactions and correlations. The result is
a slowed-down motion for all the ions and complex many-particle dynamics. The correlation
function is changed at some time tc, determined by the ion–ion interactions, from the linear
exponential,

�(t) = exp(−t/τ0), (6)

for independent hopping to the stretched exponential function, exp[−(t/τK )1−n], given by
equation (5). The relation between τK and τ0 is given by

τK = [t−n
c τ0]1/(1−n) (7)

with tc = 2 ps determined previously from high-frequency measurements on ionic conductors
[38–45]. Experimental evidence for the existence of such a change of dynamics in
the neighbourhood of tc is found from the high-frequency and highest-temperature σ(ω)

measurements of Cramer et al [38, 39, 43, 44] on molten CKN, glassy 0.44LiBr–0.56
Li2O–B2O3 and other glasses, after the ω2-dependent vibrational absorption contribution is
removed from the data. The temperature must be high enough that there is no intervening NCL
and the many-particle ion-hopping term (having at high frequencies a νn dependence for the ac
conductivity) crosses over directly to the independent ion-hopping term (having a frequency
independent conductivity). An example can be found at the highest measurement temperature
573 K for 0.44LiBr–0.56Li2O–B2O3 [38], where the spectrum shows no intervening NCL and
therefore, after subtracting out the vibrational contribution, the results should arise solely from
ion diffusion. The conductivity results are found to level off rather abruptly at about 1011 Hz (or
a time of about 2 ps) to a plateau, i.e. a frequency independent value, which corresponds to the
exponential correlation function given by equation (6). Thus a change from independent ion-
hopping (equation (6)) to many-particle ion-hopping (equation (5)) with decreasing frequency
at about 1011 Hz, or a time tc ≈ 1–2 ps, is evident from this data. Similar changes were found
for the crystalline ionic conductors Na β-alumina [40, 41, 45] and RbAgIO4 [42].

Other evidence for a change of dynamics near tc ≈ 1–2 ps is found from the change in
the temperature dependence of the dc conductivity for many ionic conductors when it exceeds
about 1 S cm−1 [31]. Other support comes from quasi-elastic neutron scattering (time-of-
flight) experiments used to study the short-time (in the picosecond and sub-picosecond range)
behaviour of the ionic diffusion coefficient as a function of temperature in the super-ionic
glasses AgI–AgPO3 and 0.5Ag2S–0.5GeS2 [46–48]. The data for 0.5Ag2S–0.5GeS2, the same
material as discussed earlier in section 2.3, played a pivotal role in the interpretation of the data
for AgI–AgPO3 because the former contains no AgI and yet the results for both glasses are
similar. From the quasi-elastic neutron scattering data it was found that the activation enthalpy
of the short-time diffusion coefficient, Ea , is smaller than Eσ for the dc conductivity [48] and is
approximately equal to (1−n)Eσ [40, 41]. The results are shown in table 1 where (1−n) ≡ β

is the Kohlrausch exponent of the many-particle ion hopping described by equation (5) and Eσ

is the activation enthalpy of the many-particle ion-hopping relaxation time τK in equation (5)
or the dc conductivity at much lower temperatures and longer times than those explored in
the quasi-elastic neutron scattering experiments. It is easy to verify from equation (7) that
the product, (1 − n)Eσ , is the activation enthalpy for the independent ion-hopping relaxation
time τ0. Thus, quasi-elastic neutron scattering measurements made in the picosecond and
sub-picosecond range find that ions hop independently in this short-time regime, indicating
that tc is of the order 1 ps.

The independent relaxation time τ0(T ) of the CM can be calculated by equation (7)
using tc = 2 ps and the experimental values for τK and (1 − n), obtained from fitting
M∗(ω) data by M∗

n (ω)using equations (4) and (5). In the CM, τ0(T ) is interpreted as
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Table 1. Activation enthalpies, Ea , for glassy 0.5AgI–0.5AgPO3 [46, 47] and Ag2S–GeS2 [48]
obtained from the short-time ionic diffusion as studied by quasi-elastic neutron scattering. Also
included are the Kohlrausch exponent, β ≡ (1−n), and the activation enthalpy, Eσ , for conductivity
relaxation observed in the same glasses [40, 41] at lower temperatures and frequencies in the many-
particle ion-hopping regime. A near equality between Ea and βEσ is found, consistent with a
change to independent relaxation at times shorter than tc ≈ 2 ps as probed by quasi-elastic neutron
scattering.

Glass Eσ β βEσ Ea

AgI–AgPO3 21 (kJ mol−1) 0.44 9.2 (kJ mol−1) 8.7 (kJ mol−1)

Ag2S–GeS2 0.34 eV 0.45 0.153 eV 0.15 eV

the relaxation time for an ion, vibrating in its potential well, to exit by overcoming the
energy barrier Ea through thermal activation, provided it is possible to neglect the effects
caused by ion–ion correlations/interactions [30–32]. If τK has the Arrhenius temperature
dependence, τK (T ) = τ ∗∞ exp(E∗

a/kT ), and n is constant over a temperature region, then it
follows from equation (7) that τ0(T ) should also have an Arrhenius temperature dependence,
τ0(T ) = [tn

c τ 1−n
K ] = τ∞ exp(Ea/kT ), over the same temperature range where Ea = (1−n)E∗

a .
From the simple nature of τ0, the reciprocal of its pre-factor, τ∞, must be identifiable with
the vibrational angular frequency of an ion inside its potential well as verified by experiment.
An example indicating that τ0 is indeed the thermally activated relaxation time for an ion to
hop out of its potential well is provided by a CM analysis of the conductivity relaxation and
hyper-Raman scattering data for yttria stabilized zirconia (YSZ) [30].

Most if not all of the previous applications of the CM dealt with many-particle ion hopping
in the long-time regime t > τ0 when all ions have a high probability of executing an independent
hopping motion which is, however, pre-empted by the ion–ion correlations/interactions. In
this previous work, the ion dynamics in the early-time regime, t < τ0, when most of the mobile
ions are still caged, was not considered. At sufficiently short times/low temperatures, few ions
succeed in moving away from their original sites. Naturally, for t � τ0, these successful
hops are executed by independent ion jumps with a rate τ−1

0 because the probability, given by
exp(−t/τ0), is small such that successful hops are few and infrequent. There is, therefore, an
absence of any effect from ion–ion correlations i.e. no co-operativity is involved. The number
of independent hops increases with time throughout this early time regime albeit very slowly,
causing a very slow decay of the cages. The near-constant loss then originates from a very
slow increase of the MSD of the mobile ions or from a slow decay of the cage correlation
function with time. Ultimately the NCL comes from those few and infrequent ions that have
hopped out of their cages to neighbouring sites over decades of time in this short-time regime,
t < tx1. Only for times short compared with τ0, or equivalently for frequencies high compared
with ν0 ≡ 1/2πτ0, will successful hops from cages be few and infrequent. Thus the NCL
exists only at times much shorter than τ0 or frequencies much higher than ν0 i.e. tx1 � τ0.
This point will be revisited after a comparison of ν0 with νx1 and νx2 for CKN has been made.

4. Relation of ν0 with νx1 and νx2

The ion conductivity relaxation data of CKN in figures 1–3 were analysed by equations (4)
and (5) and the two parameters τK (T ) and (1 − n(T )) determined by Lunkenheimer et al
[33, 34]. The data covered an extended temperature range from below to above the glass
transition temperature, Tg. Typical for the relaxation of glass-forming substances above
Tg , the relaxation frequency νK ≡ 1/2πτK is not Arrhenius and the Kohlrausch parameter
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β ≡(1−n(T )) is temperature dependent. From these parameters, the independent ion-hopping
relaxation time τ0(T ) was also calculated by Lunkenheimer et al [33, 34] and for CKN the
experimentally determined tc value is 2 ps [38, 39]. The independent ion-hopping frequency,
ν0 ≡ 1/2πτ0, is plotted against temperature in figure 4. At high temperatures where νx1 and
νx2 are close to each other, ν0(T ) lies close to these two frequencies. At lower temperatures
the crossover region, νx1 > ν > νx2, becomes broader but it is remarkable that ν0 invariably
falls inside it.

In a similar manner to that described for CKN in the preceding paragraph, we determined
ν0 for other glassy and crystalline ionic conductors, some examples of which were considered
in sections 2.2–2.5. When comparing ν0 with νx1 and νx2 in figures 5–8, we again find for
these other ionic conductors that νx1 > ν0 > νx2, as for the molten salt CKN. The present
relation found between ν0 and the crossover frequencies νx1 and νx2 for glassy and molten
CKN and other glassy and crystalline ionic conductors may not be an accident because they
are independently and separately determined quantities. Firstly, ν0 is determined from the
low-frequency many-particle ion-hopping dispersion corresponding to equations (4) and (5)
by using the CM relation of equation (7). Secondly, νx1 and νx2 are determined separately from
the termination of two loss mechanisms, the NCL regime and the many-particle ion-hopping
regime (equations (4) and (5)), which have very different temperature dependences. We recall
that the NCL has a weak temperature dependence approximately described by exp(T/T0) [20],
while the frequency dependent loss arising from ion hopping has a strong thermally activated
temperature dependence.

5. Origin of the NCL and transition to a many-particle ion-hopping regime

The general properties of the transition from the NCL to a many-particle ion-hopping
conductivity regime found above suggests the following origin for the NCL. At sufficiently
short times, t � τ0, when most of the ions are still caged, the successful ion jumps out of
cages are independent of each other and the rate is 1/τ0. Hence the probability of such events,
exp(−t/τ0), is small and at any time there are very few such hops and therefore many-particle
dynamics is not involved. At times much shorter than τ0, independent hopping of ions out
of their cages is rare and the increase of the MSD, 〈r2〉, with time has to be very slow. Such
a slow increase of 〈r2〉 with time is equivalent to an NCL. This result can be seen from the
following approximate relation (neglecting cross-correlations and the Haven ratio which is not
unity) between the MSD, 〈r2〉, and complex conductivity [49]:

σ ∗(ω) = −ω2 Nq2

6kT

∫ ∞

0
〈r2(t)〉e−iωt dt, (8)

where N is the density of mobile ions, q the ion charge, k the Boltzmann constant and T the
temperature. For 〈r2〉 ∝ tα , equation (8) gives σ ′(ω) ∝ ω1−α and ε′′(ω) ∝ ω−α and therefore
an NCL if α is small. If the MSD would increase logarithmically with time as 〈r2〉 ∝ log t ,
the dielectric loss ε′′(ω) would be practically flat and approximately σ ′(ω) ∝ ω1.0.

Naturally the NCL can exist only in the time regime t � τ0 where the number of
independent hops of ions from their cages over decades of time is small and the increase
in this number is very slow. The NCL terminates at some time tx1 ≡ 1/2πνx1, after which
the independent ion hops become more significant in number and the loss can no longer be
described by equation (1). There is a more rapid increase of 〈r2〉 with time beyond tx1 and the
NCL, defined by the same small exponent α in equation (1) at earlier times, no longer holds.
Certainly tx1 has to be much smaller than τ0 (or νx1 � ν0) because τ0 is the characteristic
time for the ions to independently leave their cages. The number of ions hopping out of
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their cages continues to increase beyond tx1, and the changes in 〈r2〉 become more rapid,
leading to an increasing deviation from the NCL. The degree of co-operativity and dynamic
heterogeneity increases with time as more and more ions hop from their cages. Finally, at times
t sufficiently longer than τ0, i.e. for t > tx2 > τ0, all ions have almost a certain probability
of hopping from their cages, except their mutual correlations/interactions render impossible
a simultaneous independent hopping. This marks the start of the many-particle ion-hopping
regime described by the Kohlrausch stretched exponential function of equation (5) and by
definition tx2 ≡ 1/2πνx2 is the onset time. From tx2 > τ0, it follows that νx2 < ν0. When
the many-particle ion-hopping regime is entered, the dependences 〈r2〉 ∝ t1−n , ε′′

β(ν) ∝ ν−1+n

(see figure 1) and σ ′
β(ν) ∝ νn (see figure 2) are observed. These power laws are just the

shorter-time (t � τK ) or higher-frequency (ν > νK ) parts of these quantities for the many-
particle ion hopping described by the Kohlrausch correlation function given by equation (5),
the longer-time (t � τK ) parts of which are 〈r2〉 ∝ t , ε′′

β(ν) ∝ ν−1 and σ ′
β(ν) = σdc (see

figures 1 and 2).
From the discussion given above, we have a rationalization for the origin of the NCL and

the locations of the corresponding time regime, t < tx1, and frequency regime, ν > νx1. We
have also given physical meaning to the crossover times (frequencies), tx1 (νx1) and tx2 (νx2).
The qualitative theory explains the empirical results we found from the collection of data
presented in this work and includes (i) the relation tx1 � τ0 (νx1 � ν0) and (ii) the fact that
τ0 always lies inside the crossover region, tx1 < t < tx2, or ν0 always lies in between νx1 and
νx2.

The CM embodied by equations (5)–(7) was designed to explain the anomalous properties
of many-particle ion hopping based on independent ion hops, which has the physically
transparent independent relaxation time τ0. All previous applications of the CM were
connected with a description of the many-particle ion-hopping regime at longer times (t > tx2).
Equation (7) enables the independent relaxation time τ0 to be calculated from the low-frequency
(ν < νx2) many-particle ion-hopping experimental data. Thus the empirical results found in
this work and summarized in the previous paragraphs show that the CM also has an impact
on the NCL and the broad crossover from the NCL to the many-particle ion-hopping regime.
The impact is the ability of τ0 to set a limit on the time, tx1, when the NCL is terminated
(i.e. tx1 � τ0), to locate the timescale of the transition zone and the onset time, tx2, for the
full many-particle ion hopping described by the Kohlrausch function of equation (5). From τ0,
one can determine the conductivity relaxation time τK by equation (7) and, via equations (4)
and (5), the measured dispersion and the dc conductivity. The existence of τ0 in many ionic
conductors has direct support from dc conductivity [31], high-frequency and high-temperature
conductivity relaxation [38, 39, 42–45] and high-temperature neutron scattering [41, 42, 46–
48] measurements.

6. Temperature dependence of the NCL

We have proposed that the NCL exists in the short-time (high-frequency) regime, ton < t <

tx1 (νon > ν > νx1), where there are few thermally activated independent jumps of ions from
their cages because tx1 � τ0. Here ton (νon) is the onset time (frequency) of the NCL. From
experimental data that show the NCL extending to very high frequencies, ton is found to be of
the order of 10−11–10−12 s. The value of tx1 depends on the choice of the exponent α ≈ 0 used
to define the NCL and is the time beyond which the experimental data, σ ′(ω), departs from
the Aω1−α dependence. However, whatever the choice of α ≈ 0, tx1 has to be much less than
τ0 in order to satisfy the condition for generation of the NCL that there are few independent
ion jumps from their cages throughout the period ton < t < tx1. Therefore exp(−tx1/τ0) is
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still close to unity and its value is determined by the choice of the exponent α of the NCL.
The value of exp(−tx1/τ0) is fixed for all temperatures by using the convention that the NCL
terminates at tx1. Hence tx1 has the same thermally activated temperature dependence as
τ0 = τ∞ exp(Ea/kT ) and is written explicitly as tx1(T ) = t∞ exp(Ea/kT ). The activation
energy Ea of τ0 is related to the observed activation energy E∗

a of τK by Ea = (1 − n)E∗
a .

We consider here glassy ionic conductors having an Arrhenius temperature dependence for τ0.
For molten ionic conductors like CKN, τ0 is non-Arrhenius and likewise tx1(T ) as shown in
figure 4.

From the very definition of tx1 adopted to define the termination of the NCL, the MSD
〈r2〉NCL corresponding to the NCL has to increase by the same small amount in the period
ton < t < tx1(T ) at all temperatures. In other words, first we assume that the difference,
〈r2(tx1)〉 − 〈r2(ton)〉, is a temperature independent constant. Second, we assume that the ratio
tx1(T )/τ0(T ) is also temperature independent, an assumption which is justifiable for glassy
and crystalline materials with an Arrhenius temperature dependent τ0(T ) like that shown in
figures 5–8, but which is not justifiable for molten ionic conductors at temperatures above Tg as
in figure 4 for CKN. Third, we assume that 〈r2〉 ∝ tα , with α small such that equation (8) gives
the NCL with σ ′(ω) ∝ ω1−α and ε′′(ω) ∝ ω−α . The third assumption is not essential to obtain
the temperature dependence of the NCL in the next paragraph, but is included for completeness
because it leads us to the particular frequency dependence of the NCL, ε′′(ω) ∝ ω−α with α

small. Note that the time dependence, 〈r2〉 ∝ tα , in the third assumption is not explained but
is merely rationalized in this work from the empirical fact that exp(−tx1/τ0) is close to unity.

From the first assumption, the same increase of 〈r2〉NCL is spread over a number of decades
of time given by [loge(tx1)− loge(ton)]/2.303 which is independent of temperature. Therefore,
the MSD is inversely proportional to loge(tx1/ton). From the second assumption, we have the
Arrhenius temperature dependence tx1(T ) = t∞ exp(Ea/kT ) for tx1. From these and the
relation between conductivity and MSD (equation (8)), we deduce the intensity of the NCL,
and the third assumption ensures the frequency dependence is that of the NCL. The intensity
of the NCL in terms of the constant A in equations (1) and (2) is given by the proportionality
relation,

A ∝ 1

Ea
[1 − (kT/Ea) loge(ton/t∞)]−1. (9)

This expression is well approximated by

A ∝ exp(T/T0), (10)

where T � T0 and

T0 ≈ Ea/k loge(ton/t∞). (11)

T0 is positive because loge(ton/t∞) is positive from the fact that tx1 < τ0, and t∞ is even shorter
than the pre-factor of τ0, τ∞, which is the reciprocal of a vibrational attempt frequency. In the
above, we have taken into account the contribution of 〈r2〉NCL to the measured 〈r2〉 but not the
contribution from the vibrational dynamics, which has its own temperature dependence similar
to that of the vibrational Debye–Waller factor. Inclusion of the latter will modify somewhat
the temperature dependence of the NCL given by equation (9).

Thus the weak temperature dependence of the NCL is captured by our interpretation of its
origin. Since the result given by equations (9) and (10) is obtained from a qualitative theory,
we do not expect that it will accurately describe the temperature dependence of the NCL. In
particular, over an extended temperature range another source of contribution to the NCL may
come into play at very low temperatures and high frequencies, such as transitions between
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asymmetric double-well potentials (ADWPs) [9, 50]. Of course, the ADWPs constitute a
different source of the NCL than the slow cage decay process discussed herein.

We note from equation (9) that, at constant temperature, A should decrease with increasing
Ea , should other factors like the ion concentration that determine the absolute value of A be
the same for all ionic conductors. If this condition holds for many ionic conductors, then an
approximate anti-correlation between A and Ea may exist at constant T . This is an important
prediction that can be tested by experiment. Previously, Rivera et al [21] measured the intensity
of the NCL, A, for alkali triborate glasses, M2O–3B2O3, with M = Li, Na, K and Rb. They
observed that A has an m−1/3 dependence on the alkali mass, m, and this dependence led them
to speculate that vibrational relaxation is at the origin of the NCL. The new interpretation of
the NCL given in this work was not then available but now replaces the earlier speculation:
its prediction that A ∝ 1/Ea replaces the less general observation that A ∝ m−1/3. The
former can be rigorously tested by using the alkali triborate glass data of Rivera et al [21] and
calculating Ea from the experimentally determined activation energy E∗

a for τK by using the
relation Ea = (1 − n)E∗

a with (1 − n) taken from a fit to the terminal zone by equation (5).
The results for Ea , details of which will be published elsewhere, show that it is inversely
proportional to A for the family of alkali triborate glasses investigated by Rivera et al [21].

7. Support from molecular dynamics simulations of Li2SiO3

MD simulations for lithium metasilicate, Li2SiO3, were performed in the same way as in
previous studies [51–53]. Contained in the unit cell were 144 Li, 72 Si and 216 O and the
volume was fixed at that derived by an N PT (constant-number, pressure and temperature)
ensemble simulation. Pair potential functions of the Gilbert–Ida type [54] and r−6 terms were
used and the parameters for the potentials were derived on the basis of ab initio molecular
orbital calculations [55]. The glass transition temperature determined from the T –V relation
was found to be approximately 830 K and the runs at temperatures of 700, 800, 1000 and
1200 K were analysed. In the present work, we have acquired additional MD data for glassy
Li2SiO3 glass at the low temperature of 700 K with improved statistics to show the existence
of the NCL, its relation to cage decay and its gradual transition (or broad crossover) at longer
times to the many-particle ion-hopping regime. The self-part of the van Hove self-correlation
function, Gs(r, t), for the Li+ ions and the non-Gaussian parameter, α2(t), were calculated
to elucidate the ion dynamics in the NCL regime, the transition zone and the many-particle
ion-hopping regime.

7.1. The mean square displacement (MSD)

The MSD, 〈r2〉, for Li+ ions at 700 K is shown in figure 9 from 0.01 ps to a few thousand
picoseconds. At very short times we see ballistic motion for which 〈r2〉 ∝ t2 and at longer
times a combination of the vibrational and relaxation contributions as discussed in previous
work [51–53]. The vibrational contribution to the MSD becomes constant after about 1 ps.
The MSD can be divided into four time regimes.

(I) An early-time regime between approximately 0.3 and 2 ps when the MSD increases very
slowly like tα with α ≈ 0.1 and can be identified with the NCL.

(II) An intermediate-time regime, 2 < t < 20 ps, when the MSD rises increasingly more
rapidly than the tα dependence of regime I. The transition from regime I to II is used to
define a crossover time that we call tx1 which is about 2 ps at 700 K. Thus regime I is
defined by 0.3 ps < t < tx1.
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Figure 9. MSDs of Li+ ions in Li2SiO3 at 700 K. tx1 and tx2 are crossover times that separate out
the three time regimes explained in the text. τ0 is the independent free jump relaxation time of a
Li+ ion calculated from equation (7) of the CM.

(III) After 26 ps and up to about 400 ps, the MSD has a time dependence described by tβ

with β ≈ 0.64. This time regime III corresponds to the ω1−β power law ac conductivity
for many-particle ion-hopping predicted by either the Jonscher expression (equation (1))
or the Kohlrausch expression (equation (5)) with β identified with (1 − n). The time at
which regime III starts defines tx2, which is equal to about 26 ps at 700 K. Thus regime II
is defined by tx1 < t < tx2.

(IV) For times longer than about 600 ps, the MSD becomes proportional to t . At the starting
time of this regime IV, the root MSD,

√〈r2〉, is about 3 Å which is the average Li+–Li+ ion
site separation distance. By the start of this time regime, the many-particle ion-hopping
process has established a steady state and the ion transport is described by the frequency-
independent dc conductivity. The onset time of this regime, tD (about 600 ps at 700 K),
is not exactly the same as the τK of equation (5) but is of the same order of magnitude.
Thus regime III is approximately defined by tx2 < t < τK and regime IV corresponds to
t > τK .

It is interesting to point out that the same properties for 〈r2〉 are seen from the experiments
of Weeks and Weitz [56] for colloidal super-cooled liquids with a volume fraction φ equal to
0.52 or 0.56.

7.2. The self-part of the van Hove correlation function for Li+ ions

The self-part of the van Hove correlation function for the Li+ ions is defined by

Gs(r, t) = (1/N)

N∑
i=1

〈δ(ri (t) − ri (0) − r)〉, (12)

where r is the distance travelled by a Li+ ion in time t . The number of ions remaining in the
original sites can be calculated from

N(t) ≡
∫ rc

0
4πr2Gs(r, t) dr, (13)

where the first peak cut-off, rc, is chosen to be 1.7 Å based on the behaviour of Gs(r, t) at long
times. This value is slightly larger than half of the distance between the Li+ ions, gmax

Li−Li(r),
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Figure 10. 4πr2Gs(r, t) as a function of r at different times where Gs(r, t) is the self-part of the
van Hove correlation function for Li+ ions in Li2SiO3 at 700 K. (a) 0.40, 0.8 and 1.6 ps (t < tx1);
(b) 3.2, 6.4, 12.8 and 25.6 ps (tx1 < t < tx2); (c) 40, 80, 160 and 200 ps (tx2 < t < τK ) where
τK ≈ 229 ps is calculated (see the text); (d) 400, 800 and 1600 ps (t > τK ).

used in the previous study [51], since the difference in the viewpoints of gLi−Li(r) and Gs(r, t)
is taken into account. Figures 10(a)–(d) show the evolution of 4πr2Gs(r, t) with time. Again
we separate the time evolution into several regimes.

(I′) The times in figure 10(a) from 0.4 to 1.6 ps are within regime I in which the MSD increases
very slowly like tα with α ≈ 0.1 and corresponds to the NCL in the dielectric response of
the glassy ionic conductor. There is only a slight increase of 4πr2Gs(r, t) near 3 Å with a
concomitant small decrease of the first peak area. Using either one of these quantities as
an indicator of the extent of cage decay, we are led to conclude that this decay is indeed
very slow. A broadening of the first peak of Gs(r, t) is also observed for this time region.
Pre-jump motion and time dependent changes in the spatial relation of the mobile ions with
the matrix atoms can be considered as the origin of this broadening. Both are related to the
jump motion of the Li+ ions and changes of the cage in a wider sense. The contribution
of this broadening to the MSD is non-negligible, although in this work our attention is
focused on cage decay as measured by the area under the first peak of Gs(r, t).

(II′) The times in figure 10(b) from 3.2 to 25.6 ps are nearly within regime II in which the
MSD increases more rapidly than in regime I but has yet to assume the constant fractional
power law t1−n with (1 − n) ≈ 0.7. A shoulder located at about 3 Å appears and grows
in intensity with time, indicating a more rapid cage decay than in regime I.

(III′) The times in figure 10(c) from 40 to 160 ps are within regime III in which the MSD
attained the power law dependence t1−n with (1 − n) ≈ 0.64. A second peak at about
3 Å and a broad tail at longer distances appear and grow in intensity. The development
of the second peak indicates that the number of ions that have left their original sites has
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Figure 11. Time dependent normalized areas of the first peak, A1(t), and the second peak, A2(t),
of the self-part of the van Hove correlation function for Li+ ions in Li2SiO3 at 700 K. Vertical
arrows indicate the positions of tx1, tx2, τ0 and τK .

become significant, i.e. the cages have decayed to such an extent that a large number of
ions now participate in cooperative motion with one other.

(IV′) At the longer times of 400, 800 and 1600 ps shown in figure 10(d), the second peak at
∼3 Å is fully developed and higher-order peaks become evident. In this time regime√〈r2〉 starts at about 3 Å and the MSD of the Li+ ions attains the t1.0 dependence shown
in figure 9.

7.3. Cage decay

In the early-time regime between approximately 0.3 and 2 ps, the MSD increases very slowly
like tα with α ≈ 0.1 and can be identified with the NCL. For ions confined in permanent
harmonic and even anharmonic potential wells or cages, the MSD does not have such a very
slow increase over an extended period of time like that shown in figure 9, and certainly cannot
explain the NCL observed over many decades of frequencies at lower temperatures in glassy
and crystalline ionic conductors. However, the cages are not permanent. There is a small but
nonzero probability of the Li+ ions independently jumping out of their original sites by thermal
activation and these jumps give rise to a slow decay of the cages for other ions. The slow cage
decay and the concomitant slow increase of the MSD are synergistic properties. If a cage
correlation function can be defined and obtained, as in the work of Weeks and Weitz [56] for
colloidal particles, the origin of NCL arises naturally from the slow cage decay. The loss can
be related to the imaginary part of the Fourier transform of the cage decay correlation function.
In this work we obtain the time dependent decrease of the normalized area, A1(t), of the first
peak of the self-part of the Li+ ion van Hove correlation function and use it to gauge the cage
decay. Figure 11 shows the time dependence of A1 up to about 200 ps, before the cooperative
ion-hopping time regime III where the MSD has a time described by tβ with β ≈ 0.7. The
decrease of A1 is very slow in time regime I between 0.3 and 2 ps, where the MSD increases
very slowly like tα with α ≈ 0.1. Thus cage decay in this time regime is the origin of the
NCL, here with ε′′(ω) ∝ ωα and α ≈ 0.1.

We have already mentioned that, for colloidal particles, the cage correlation function
defined by Weeks and Weitz decays very slowly for times shorter than about 100 s at a volume
fraction equal to 0.52 or 0.56 (see figure 2(b) of [50]). Again this and the very gradual increase
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of 〈r2(
t)〉 approximately as c(
t)α with α ≈ 0.08 are synergistic properties, analogous to the
Li+ ion behaviour in glassy Li2SiO3. The ultimate origin of these two synergistic properties, as
well as the NCL in glassy Li2SiO3, is the occurrence of independent thermally activated jumps
from their cages of a small percentage of Li+ ions which increases with time and contributes
to the slow cage decay. The independent jump relaxation is an important part of the CM [28–
32, 40, 41, 44, 45]. Its relaxation time τ0 is thermally activated with energy Ea that is the same
as the actual energy barrier. τ0 is related to the longer observed conductivity relaxation time τK

of the many-particle ion-hopping regime given by equation (7), where tc is about 1 ps for alkali
oxide glasses. At 700 K, τK ≈ 229 ps from the stretched exponential relaxation time [43]
of the incoherent scattering function, Fs(k, t), for k = 2π/3 Å−1. This k is chosen because
it corresponds to

√〈r2〉 ≈ 3 Å, the distance between Li+ sites. When taken together with
(1 − n) ≡ β = 0.64, tc = 1 ps and equation (7), τ0 can be calculated and the result is 32 ps,
which is an order of magnitude longer than tx1 but nearly the same as tx2. This comparison
between τ0 and tx1 (i.e. τ0 significantly longer than tx1) explains the small probability for an
independent jump of an ion from its cage during time regime I and the very slow cage decay
indicated by either the MSD or A1 calculated from the van Hove correlation function (see
figure 11).

In regime II, however, when tx1 < t < tx2 there is a higher probability for independent
jumps, particularly with increasing time towards tx2 because this time is slightly shorter than
τ0. Therefore cages decay more rapidly in regime II than in regime I, a property corroborated
by the time dependence of A1 (figure 11) and the MSD (figure 9). Since t is longer than τ0

in most of regime III, tx2 < t < τK , all of the Li+ ions are capable with high probability of
executing an independent jump but instead they participate in the hopping process described
by a stretched exponential correlation function for Fs(k, t). Thus tx2 marks the change from an
apparent free jump to a cooperative/correlated jump process modified by jump angles. Again
this description is corroborated by the even more rapid decrease of A1 in regime III than in
regime II as can be seen by inspection of figure 11 and the steeper rise of the MSD with the
power law dependence tβ with β ≈ 0.64 in figure 9. The same is true for colloidal super-
cooled liquids. In the corresponding time regime tx1 < t < tx2, the cage correlation function
(see figure 2(b) of [50]) decays faster than when t < tx1. The decay is even faster when
t > tx2.

In our present as well as in previous simulations, the localized independent jumps occur
at intervals longer than the relaxation time obtained from the jump rate, indicating that there
are particles having a high probability of jumping back into their original sites even in the
region t < tx2 and only a net change of the number of the particles is reflected in the peak
area of the van Hove correlation functions. Therefore in time regime I, where the Li+ ions
make only independent or uncorrelated jumps, the contribution to the MSD by ions that have
successfully made uncorrelated jumps, 〈r2〉u , is proportional to t and less than d2(t/τ0), where
d is the localized independent jump distance for a Li+ ion and t � τ0. The result follows
from the fact that the jumps are uncorrelated and their number is proportional to time. It is
also consistent with the correlation function for independent hops given by exp(−t/τ0). Now
the MSD is the sum of the contributions from vibrations, relaxations and independent jumps.
The contribution to the MSD from Li+ ion vibrations, 〈r2〉vib , initially increases with time
and then turns over to the constant value kT/mω2, where m is the mass and ω the frequency,
if the vibration is harmonic. In NCL regime I at 700 K, 〈r2〉u rises to no more than about
40% of 〈r2〉vib . Hence the temperature dependence of the MSD is determined by 〈r2〉vib and
〈r2〉u combined. The arguments given in section 6 can also be applied to 〈r2〉u to show that
its temperature dependence is weak. Therefore, the temperature dependence of the MSD in
regime I determined by 〈r2〉vib and 〈r2〉u combined is weak, and the computer simulation
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Figure 12. Time dependence of the MSD of Li+ ions in Li2SiO3 at (◦) 700 K, (�) 1000 K and
(�) 1200 K.

results may be used to rationalize the observed weak temperature dependence of the NCL in
ionic conductors [16].

Since τK is thermally activated, at even lower temperatures than 700 K, τK (as well as
τ0) becomes much longer. At any time, the probability for independent ion jumps is further
diminished. Consequently, the cage decay is even slower and tx1 and tx2 are extended to longer
times. Therefore, tx1 and tx2 are temperature dependent and we can expect that this dependence
is similar to that of τ0. On the other hand, at temperatures sufficiently higher than 700 K when
τK is not long compared with tc, τ0 becomes short and tx1 and tx2 are moved to shorter times.
Figure 12 shows the MSDs of Li+ ions at 1000 and 1200 K in the super-cooled liquid state.
In exactly the same manner as the data at 700 K were treated, (1 − n) ≡ β = 0.70, τK is
estimated to be 20 or 8 ps and τ0 is calculated to be approximately 8 or 4 ps for T = 1000 and
1200 K respectively. The very short τ0 of about 4 ps at 1200 K explains the earlier onset of
regime III at tx2 estimated to be between 1 and 2 ps. Regime II is shifted to times shorter than
1 ps and regime I has disappeared into the vibrational contribution zone and no NCL can be
observed. The dashed and dotted lines in figure 12 correspond to the square of the distance of
the first minimum, (4.2 Å)2, and to the square of the distance of the first maximum, (2.77 Å)2,
respectively of the Li+–Li+ ion pair correlation function gLi−Li(r) at 700 K.

7.4. The non-Gaussian parameter

The non-Gaussian parameter [57],

α2(t) = (3/5)〈r4(t)〉/〈r2(t)〉2 − 1 (14)

characterizes the deviation of Gs(r, t) from Gaussian form. We have evaluated α2(t) for the
Li+ ions from their time dependent displacement distribution function at 700, 800 and 1200 K.
The results, plotted in figure 13 as a function of time, show that α2(t) starts out from small
values at short times, increases throughout regimes I and II and attains a maximum value near
tx2 ≈ 20 ps and τ0 ≈ 32 ps. At higher temperatures, the maximum of α2(t) for Li2SiO3 moves
to shorter times and is also located near tx2 and τ0 (figure 13).

The occurrence of the maximum of α2(t) at a time near tx2 is also found in colloidal
super-cooled liquids [58]. By inspection of figure 1(b) of [58], we locate the positions of the
α2(t) peaks at 300, 500 and 1000 s for volume fractions of 0.46, 0.52 and 0.56 respectively.
These peak positions are in remarkable agreement with the tx2 we determined from figure 1(b)
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Figure 13. The non-Gaussian parameter, α2(t), for Li+ ions in Li2SiO3 calculated from their time
dependent displacement distribution function at 700, 800 and 1200 K. At higher temperatures, the
maximum of α2(t) for the Li+ ions moves to shorter times and at all temperatures the maximum is
located near tx2.

of [58] which are 235, 540 and 900 s for volume fractions of 0.46, 0.52 and 0.56 respectively.
Thus, as in glassy Li2SiO3, the α2(t) for colloidal super-cooled liquids peak near tx2. Similar
time and temperature dependences for α2(t) were found from MD simulations of a super-
cooled Lennard-Jones liquid [59]. These similarities of the non-Gaussian parameter, as well
as properties including the time dependence of the MSD, indicate that the same physics governs
the dynamics of Li+ ions in glasses, particles in colloidal super-cooled liquids and molecules
in Lennard-Jones liquids. If this is indeed the case, then a theory of fast relaxation that is
applicable to colloidal and molecular super-cooled liquids but not to ions in glasses may not
be the ultimate explanation that we are looking for.

Recently, Heuer and co-workers [60] also performed MD simulation of lithium
metasilicate using similar potentials and, in some ways, their results are comparable to ours.

8. Conflicting points of view

The interpretation given here of the entire conductivity relaxation spectra including the NCL
at higher frequencies and its transition at lower frequencies to many-particle ion-hopping
conductivity is in conflict with some other points of view. Whilst we emphasize the importance
of ion–ion interactions/correlations in determining the many-particle ion hopping, others have
proposed very different scenarios. These include the model of Dyre and Schroder [61] and
similar models by Hunt [62] and Svare et al [63] which all, essentially, describe single particles
jumping over random energy barriers in percolative transport. Moynihan and Whang [64]
evaluated for a typical sodium trisilicate glass the distribution of conductivity relaxation times
caused by structural inhomogeneities and fluctuations in the glass. By contrast with the
assumptions of the random energy barrier model, they found that structural inhomogeneities
make only a minor contribution to the distribution of conductivity relaxation times. Another
approach is reflected in the dynamical structural relaxation model of Bunde, Maass and
Ingram [65] for ion transport, which is based on structural rearrangements in the glassy
state accompanying ion transport. Ion–ion interactions/correlations are not considered to be
important in any of these models. Nevertheless, Moynihan and Whang [64] have concluded
that ion–ion interactions/correlations are necessary to explain the dispersion of ion transport
since structural inhomgeneities cannot.
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However, there are models for ion transport that are based on ion–ion
interactions/correlations, thus sharing the same physics as our interpretation. The best example
is the Coulomb lattice gas model of Maass et al [66] which shows that the ac conductivity
frequency dependence changes with ion–ion Coulomb interaction strength. Expressed in terms
of the electric modulus, this result for the ac conductivity is equivalent to an increase in the
width of the electric modulus loss peak with increasing Coulomb interaction. This is just like
the interpretation from the CM which has the coupling parameter n in equation (5) increasing
with ion–ion interactions, as elucidated by comparing the widths of the electric modulus data
for ionic conductors having low ion concentrations (sections 2.4 and 2.5) with those having high
ion concentrations (section 2.1–2.3). The Coulomb lattice gas model was further developed
and applied to explain the large difference between nuclear magnetic resonance (NMR) and
dc conductivity data [67], similar to another explanation provided by the CM [68], and both
models are based on ion–ion interactions. Good evidence for the importance of ion–ion
interactions/correlations is provided by MD simulations of sodium silicate glasses [24] which
show that the product of the sodium diffusion constant and the lifetime of the Na–Na ‘bonds’
is almost temperature independent. The percolation model provides another explanation of
the difference between NMR and conductivity data [63]. Funke’s ‘concept of mismatch and
relaxation’ model [69] is a mean-field treatment of the effect that ion–ion interactions have
on ionic transport but so far it has not been used to explain the difference between NMR and
conductivity data.

This short summary of the different theoretical approaches demonstrates the diversity
of ideas in research on the dynamics of ions i.e. a proper approach to the dynamics of
ions in glasses, crystals and melts is still a matter of genuine scientific debate. We need
to emphasize the experimental facts that can critically falsify a model and not be mesmerized
by the few successes of any model used to claim legitimacy by its proponent. An example is
the observation that a large number of host alkali ions are immobilized for each foreign alkali
ion added in glasses where the concentration of foreign alkali ions is very low [70, 71]. It was
shown that ion–ion interactions/correlations could explain this effect [71]. On the other hand,
some of the current models for ion conduction in glasses cited above can be immediately ruled
out as they do not predict this effect.

Based solely on experimental data plotted as logσ(ν)versus log ν, Sidebottom [72, 73] and
Roling [73, 74] have claimed that all data can be scaled to a universal master curve, independent
of ion concentration, temperature and the chemical structure of a glass or melt. The claim
that all ionic conductors, with widely different chemical and physical structures and greatly
varying ion concentrations, all have the same dispersion is amazing. In spite of this spectacular
claim, no credible theoretical support has been offered. For example, it has been shown by
several groups [17, 18], including the proponent of universal scaling [75], that the shapes of
log σ(ν) versus log ν plots depend on the composition and ion concentration of the glass and
that the conductivity spectra of glasses cannot be scaled to a universal function as claimed.
These breakdowns are rationalized by making various assumptions like the dimensionality of
transport and the participation of other kinds of ion. Nevertheless, universal scaling of the real
part of the conductivity is still very much the belief of its proponents.

The stumbling block to universal scaling is that the same data in the electric modulus
representation do not scale. A way out of this dilemma for advocates of universal scaling is
to find fault with the electric modulus representation of data. They fault the electric modulus
because the high-frequency dielectric constant, ε∞, enters explicitly into its definition by
equation (4) but has nothing to do with the ion dynamics. With this ‘fault’, they jump to the
conclusion that data in the electric modulus representation do not reflect the true dynamics of
the ions. However, this is not a fault of the electric modulus because it has been shown [76] that
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the approximate time dependence of the Fourier transform of the electric modulus given by
equation (5) accounts not only for the frequency dependence of the real and imaginary parts of
the electric modulus M∗ but also for the magnitude of the dielectric strength for ionic motion,

ε = εs − ε∞, where εs is the low-frequency compliance contributed from the mobile ions.
Moreover, M∗ can now be directly measured by new instrumentation introduced by Richert
and Wagner [77]. On the other hand, the proponents of universal scaling for the real part of
σ ∗(ν) never show the imaginary part of σ ∗(ν), whether it scales, or how ε∞ enters into it.

In mechanical spectroscopy, the exact analogues of M∗(ω), ε∗(ω) and σ ∗(ω) are the
complex dynamic modulus G∗(ω), the complex dynamic compliance J ∗(ω) and the reciprocal
of the complex dynamic viscosity 1/η∗(ω) for a (flowing) viscoelastic liquid respectively [78].
The electric modulus representation relates the dc conductivity to the mean electric modulus
relaxation time through σ = ε∞/〈τ 〉. This relation, often criticized by the proponents
of universal scaling, has an exact analogue in the well known Maxwell relation, 1/η =
(G∞)−1/〈τ 〉, between the fluidity, 1/η, the mean mechanical relaxation time and the high-
frequency modulus G∞. Various makes of instrument available in most laboratories for
mechanical studies directly measure either G∗(ω) or the relaxation modulus G(t). The two
are related by the Fourier transforms

G ′(ω) = ω

∫ ∞

0
G(t) sin ωt dt, (15)

G ′′(ω) = ω

∫ ∞

0
G(t) cos ωt dt, (16)

which can be found in textbooks such as [78] (see equations (39) and (40) therein). G(t) is
often rewritten as the product G∞�(t) and �(t) decays monotonically from one to zero, like
the Kohlrausch function of equation (5). After partial integration, equations (15) and (16) have
the combined form

G∗(ω) = G ′(ω) + iG ′′(ω) = G∞
[

1 −
∫ ∞

0
dt e−iωt (−d�/dt)

]
, (17)

which is the exact analogue of equation (4) for the electric modulus. The criticism that ε∞
enters explicitly into the electric modulus applies verbatim to equation (17),where G∞ replaces
ε∞, and hence also to equations (15) and (16). Thus the critics of the electric modulus, in
saying that it does not reflect the dynamics of the ions, have no choice but to dispute the use and
measurement of the dynamic complex modulus of viscoelastic liquids [78] and they also have
to say that it does not correctly give the dispersion of the molecular motions. This challenge
would be ill advised because the community of workers in mechanical relaxation, with their
voluminous amount of published literature, shows no sign of any doubt that macroscopic
measurements of the complex dynamic modulus truly reflect the dynamics and frequency
dispersion of the molecular motions [78].

9. Conclusion

From a combined study of the ion dynamics by an analysis of experimental data, use of the
CM predictions and MD simulations we have an improved understanding of the ion dynamics
in the three principal time/frequency regimes: the NCL at high frequencies, a transition zone
at intermediate frequencies and the many-particle ion-hopping regime at low frequencies. The
NCL corresponds to a very slow rise with respect to time of the MSD of the Li+ ions, 〈r2〉,
and to a very slow cage decay time, properties that are shown to be synergistic in the short-
time regime where the majority of the ions can be considered to be confined. Ultimately the
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cause of the cage decay is thermally activated independent (i.e. free from other ion influence)
jumps of the Li+ ions from their original sites. At sufficiently low temperature and short times,
such free jumps are few but nevertheless the probability increases slowly with time. Thus the
cages decay very slowly as long as the time is much shorter than the independent free jump
relaxation time, τ0(T ). The latter, for several glassy ionic conductors, has been deduced from
experimental data by application of the CM. Indeed we find that the NCL exists only at times
t < tx1 and that tx1 is much shorter than τ0(T ). This description is supported by the time
dependence of the self-part of the van Hove correlation function, Gs(r, t), for the Li+ ions in
Li2SiO3. In fact we find from 4πr2Gs(r, t) in the short-time regime t < tx1 that free jumps to
neighbouring sites are few and increase very slowly with time.

Experimental data indicate that a description of the dielectric relaxation data by
equation (4) using the stretched exponential decay function of equation (5) (the many-particle
ion-hopping regime) is valid only at times longer than tx2. Thus the intermediate-time regime,
tx1 < t < tx2, is the transition zone from the NCL to the many-particle ion-hopping regime.
We find invariably that τ0 < tx2, leading naturally to the understanding that many-particle ion
hopping can commence only when all ions have a high probability of attempting an independent
hop. From MD simulations, the change of 4πr2Gs(r, t) with time is found to be more rapid in
the transition zone, tx1 < t < tx2, than in the NCL regime, indicating a more rapid cage decay.
A more rapid increase of 〈r2〉 with time is found in this regime but its time dependence does
not become a power law until after tx2 The width of the crossover region seems a bit larger in
glasses having a smaller exponent, 1 − n, of the stretched exponential decay function for the
many-particle ion hopping given by equation (5).

As discussed above, after tx2 the dielectric data are well described by equations (4) and (5),
indicating the establishment of a many-particle ion-hopping regime. The loss modulus, M ′′(ν),
has a power law dependence νn−1 for (2πντK ) � 1 and ν1 for (2πντK ) � 1. The former
corresponds to a νn dependence of the conductivity and the latter to the dc conductivity, both
of which are consequences of the Maxwell relation. MD simulations indicate that in the
penultimate time regime, tx2 < t < τK , the MSD, 〈r2〉, has primarily a power law time
dependence t1−n . Finally for t � τK , the MSD is proportional to t . In the time regime
tx2 < t < τK , a second peak at a distance between Li+ ion sites develops in 4πr2Gs(r, t) and
grows with time, indicating that a significant number of Li+ ions have jumped from their cages
to neighbouring sites to participate in co-operative motion at longer distances. The self-part
of the Li+ ion density correlation function, Fs(k, t), in the same time regime is a stretched
exponential function of time, which is a signature of co-operative or collective dynamics. The
stretch exponent of Fs(k, t) for k = 2π/3 Å−1 is nearly the same as the exponent, (1 − n), in
the time dependence of 〈r2〉 ∝ t1−n . We have used the normalized area of the first and second
peaks of 4πr2Gs(r, t) to gauge the progress of cage decay, and find that its time dependence is
similar to that of 〈r2〉 in all three time regimes. Thus the MSD and cage decay are synergistic
properties.

Although the present work is focused on ionic glasses, fittingly we have also brought
into discussion the experimental data for colloidal super-cooled liquids. The similarity in the
dynamics of the two systems is remarkable. In colloidal super-cooled liquids with high volume
fractions, over an extensive short-time regime the MSD of the colloidal particles increases very
slowly with the logarithm of time (〈r2〉 ∝ t0.08). Crossover times, tx1 and tx2, with the same
physical meanings as for Li2SiO3, and a separation of the dynamics into several time regimes,
are also found in colloidal systems. In the latter, Weeks and Weitz obtained from experiment
a cage decay correlation function and its time dependence is found to be similar to that of
the first and second peaks of the self-part of the Li+ ion van Hove correlation function. In
particular, both systems show very slow cage decay in the regime t < tx1, slow decay in the
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regime tx1 < t < tx2 and faster decay in the regime t > tx2. In both systems the non-Gaussian
parameter α2(t) is a broad peak with a maximum at approximately tx2. The dynamics of
both systems show the presence of fast- and slow-moving colloidal particles or Li+ ions. The
distinction between fast- and slow-moving particles becomes increasingly clear at times after
tx2. The striking similarities of the two systems may or may not be due to the fact that the
colloidal systems studied by Weeks and Weitz are slightly charged. In spite of the similarities,
an ionic glass and a super-cooled colloidal liquid have differences. One is the presence of
much more immobile matrix atoms along side mobile ions in the glass. We have not discussed
the MD simulation results for Lennard-Jones liquids in any detail. Nevertheless, for some of
the properties discussed, a Lennard-Jones super-cooled liquid behaves like the Li2SiO3 glass
and the colloidal super-cooled liquid. It is likely that all three systems share the same basic
physics governing the relaxation and diffusion of interacting particles. Therefore a theory
proposed to explain the dynamics in any one of these systems is viable only if it is applicable
to the other two.
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